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Objectives: 

“Advances in the management of data in scientific studies” is the advanced version of the 

discipline MCP-5871 – “Management of data in scientific studies” which constitutes a highly 
recommended although not mandatory prerequisite. Students applying to attend the present 
course are assumed to have previous familiarization with basic tools offered in the SPSS 
Statistical Software, including data base construction and organization, variable definition, 

selection, structuring and transformation, principal distribution functions and commonly used 
parameters. Familiarization with basic parametric and non-parametric procedures is also 
required. The present course is aimed at discussing models (regression and other liner models) 
that are potentially useful in the analysis of multiple variables, and examining how these 
models fit to experimental data in practice. 

Rationale: 

Students attending the original discipline MCP5871 – “Management of data in scientific studies” 
suggested the creation of a new discipline that should constitute a step ahead, and include 

tools that are commonly used to solve problems involving multiple variables. In this sense, the 
original course MCP5871 should figure out as a highly recommended but not mandatory 
prerequisite. Keeping the same methodology of the original discipline, the present one was 

designed to be essentially (hands on). 

Content: 

Day 1. Moving from simple to more complex experimental designs. How do linear models fit 
to experimental data, and what kind of information can be obtained in return? Day 2. 

Regression analysis in strict sense. Prediction and precision. Models used for analysis of 
multiple variables: parameter obtainment and selection of predictors. The analysis of residuals 
and its importance in validating the regression. How to deal with… Day 3. Regression in a 
broad sense. Moving from classical models of analysis of variance (ANOVA) to the general and 
generalized linear models. Practical problems and possible solutions. Day 4. Analysis of events 

(survival and other outcomes). Communly used models. Predictors and potential confounders. 
Extended versus restricted strategies for selection of predictors. Day 5. Old and new challenger 

and paradigms. Sample size in simple and complex experimental designs. What are Bayesian 
methods of data analysis? The “R” revolution. 



Type of Assessment: 

Students will be subjected to practical (written) examination at the end of the course. 
Individual notebooks with the statistical software used throughout the course is required for 

the evaluation. 

Notes/Remarks: 

SELECTION: Priority is given to students who previously attended the discipline MCP5871 – 
“Management of data in scientific studies”. IMPORTANT: An individual notebook loaded with 
the statistical software SPSS (base, advanced and regression modules, version 17 or later) is 

require to attend the present discipline. The student is responsible for obtainment and 
installation of the software. Testing for perfect performance is necessary and should be carried 
out prior to course. The software is also necessary for individual evaluation at the end of the 

course. NUMBER OF STUDENTS: Minimum number: 03 (three) Maximum number: 15 (fifteen) 
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